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Abstract—Networks are widely used in modeling relational
data often comprised of thousands of nodes and edges. This
kind of data alone implies a challenge for its visualization
as it is hard to avoid clutter of network elements if using
traditional node-link diagrams. Moreover, real-life network
data sets usually represent objects with a large number of
additional attributes that need to be visualized, such as in
software engineering, social network analysis, or biochemistry.
In this paper, we present a novel approach, called Network
Lens, to visualize such attributes in context of the underlying
network. Our implementation of the Network Lens is an
interactive tool that extends the idea of so-called magic lenses
in such a way that users can interactively build and combine
various lenses by specifying different attributes and selecting
suitable visual representations.
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I. INTRODUCTION

The visualization of complex and large networks is aimed to
give insight into different patterns between relations of data.
Most of these networks are represented following a node-
link metaphor comprised of thousands of nodes and edges.
Visual analysis tools have to deal with huge, complex and
dynamic data sets and cope with different challenges, such
as to avoid clutter and to increase the people’s understanding
of graphs, also known as readability of the network [1], [2].
In practice, each network object may additionally have a
number of attributes that are important to be visualized in
context of the overall network presentation.

Finding a good solution to visualize those attributes is an
ongoing challenge in various network visualization domains,
such as software engineering, social network analysis, or
biochemistry. One of the most simple software engineer-
ing examples is the visualization of relationships between
classes. Each class may have a number of methods, fields,
and other properties. In addition, we could compute different
measurements (software metrics) for such elements that are
important to maintain and to improve the software engineer-
ing processes. Examples for popular software metrics are
lines of code, number of classes, etc. From the perspective
of the visualization community, the measured values of a
whole software metric suite form a multivariate data set.
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To give an additional example from social network analysis
research, we could imagine that the relationships between
staff members of a large company should be analyzed. The
set of all relationships forms a network. Of course, each staff
member also has an individual set of own properties, such
as age, gender, qualification, position, etc. The question is
now: how can we visualize those attributes together with the
network drawing?

There are a number of approaches to address this problem.
The simplest one is to present a list of all attributes and
their values in a separate view on the display. This could be
a textual list or a more complex visual representation, such
as parallel coordinates [3] or star plots [4], as the attributes
form a multivariate data set. Another way is to use glyph-
based approaches where we can represent attributes by using
visual features of the glyphs, e.g., shape, orientation, color,
or size [5]. A more detailed presentation of related work
is given in Section II. In this paper, we will discuss an
extension of the traditional magic lens idea (cf. Section II-C),
called the Network Lens, applied to traditional node-link
graph layouts. We have developed a prototype implementa-
tion of this Network Lens that enables users to interactively
build various lenses by specifying different attributes and
selecting different visual representations [6]. Each time we
apply our Network Lens on a network element, it visualizes
its attributes (or a subset of them) by using a specific
visual representation, i.e, the standard node representation is
replaced by a new visualization or diagram. A neat example
would be the one of time-depended attributes, which is
a standard problem in biochemical network analysis. A
domain expert could analyze experimental data measured
over time, which are attached and represented by the net-
work nodes at time step ¢;, for example. Without changing
his/her current visualization setting, a specific Network Lens
instance could be used to show the data at a time step t;,_1
for a set of interesting nodes. In this way, our approach can
support the visual analysis process of multivariate networks
by having an additional generic tool that can be adapted to
standard visualization tools and can extend already existing
views to show node and edge attributes of the underlying
network. Users are able to create individual lenses, to store
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them for later analyses, and to combine them to analyze
related attribute sets.

The remainder of the paper is organized as follows:
Section II describes related work in the field of multivariate
network visualization. The next Section III presents our
approach and interaction possibilities. A typical use case is
given in Section IV. We conclude the paper in Section V
and give an outlook to future work.

II. RELATED WORK

In the following, we describe related work starting with a
brief discussion of graph drawing fundamentals, continue
with approaches dealing with multivariate network visual-
ization and illuminate the traditional magic lens approach
which has inspired our work.

A. Graph Drawing (GD)

In this paper, we distinguish between graphs and multivari-
ate networks. A (simple) graph G = (V, E) consists of
a finite set of vertices (or nodes) V and a set of edges
E C {(u,v)lu,v € V,u # v}. Whereas, a multivariate
network consists of an underlying graph G plus additional
attributes that are attached to the nodes and/or edges. Graph
drawing algorithms compute a layout of the nodes and the
edges, mainly based on so-called node-link diagrams [7].
They play a fundamental role in network visualization.
Particular graph layout algorithms can give an insight into
the topological structure of a network if properly chosen
and implemented. The graph readability is affected by quan-
titative measurements called aesthetic criteria [2], such as
minimization of edge crossings, displaying the symmetries
of the graph drawing, constraining edge lengths, etc. [1].
Thus, graph drawing generally deals with the ways of
drawing graphs according to the set of predefined aesthetic
criteria [8]. Note that we focus on traditional GD approaches
in this paper. There are further possibilities to represent
graphs, such as matrix representations [9] or hybridizations
between both approaches [10].

It is vital to have a good graph layout algorithm when
doing any kind of network visualization. In our case, a
sufficient layout algorithm would reduce the scalability
problem, which is one of the ongoing challenges in informa-
tion visualization [11]. Implementing good graph drawing
algorithms is usually complicated and time consuming.
Therefore, a number of different open source libraries were
developed, such as JUNG (Java Universal Network/Graph
Framework) [12] which is used in our approach.

B. Multivariate Network Visualization

A good drawing algorithm will not solely solve our problem
to visualize multivariate networks. Several approaches can
be found in the literature that attempt to offer a solution to
this problem, i.e., multiple and coordinated views, integrated
approaches, and semantic substrates. We will discuss these
concepts in the following paragraphs.
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Multiple and Coordinated Views: One possible solution
to the problem stated above is to combine several views
and present them together. This approach allows the use of
the most powerful visualization techniques for each specific
view and data set [5], [13].

Shanon et al. [14] present the application of this idea
in the network visualization domain. They use two distinct
views: one view shows a parallel coordinate approach [3],
and the other view displays a node-link drawing of a graph.
Their tool is equipped with a variety of visualization and
interaction techniques, but both views must be coordinated
by linking or brushing [15]. This might introduce a scalabil-
ity problem with large networks. The drawback of multiple
views is that they split the displayed data because of the
spatial separation of the visual elements.

Integrated Approaches: To provide a combined picture,
attributes and the underlying graph should be displayed in
one view. “Integrated views can save space on a display and
may decrease the time a user needs to find out relations;
all data is displayed in one place.” [5]. One example is
described in Borisjuk’s et al. [16] work on the visualization
of experimental data in relation of a metabolic network.
The authors used a straightforward approach by employing
small diagrams instead of representing the nodes as simple
circles or rectangles. Each diagram, e.g., a bar chart, shows
experimental data that is related to the regarded node. This
approach provides a view to all available information, but
the embedding of the visualizations into the nodes causes the
nodes to grow in size. This issue may affect the readability
of the network due to the overlaps that may appear when
the number of nodes and the attributes is high [2]. Thus, is
does not scale well.

In general, the aforementioned example is an instance of
embedding glyphs into networks. They are graphical entities
that convey multiple data values via visual attributes, such
as shape, color, position, or size [17]. Outside of network
drawings, their orientation on the display is irrelevant. There
is a considerable literature on glyphs and a lot of tools use
them, e.g., Glyphmaker [18] or tools for visualizing software
metrics [19].

Semantic Substrates: In order to avoid clutter in mul-
tivariate network visualization, some researchers realized
the idea of so-called semantic substrates that “are non-
overlapping regions in which node placement is based on
node attributes”. Shneiderman and Aris introduced this idea
and combined it with sliders to control the edge visibility
and thus to ensure comprehensibility of the edges’ end
nodes [20]. PivotGraph [21] uses a grid-layout to show
the relationship between (node) attributes and edges. The
tool aggregates nodes and edges with identical values for
the selected attributes. The size of the resulting PivotGraph
nodes and edges represent the degree of aggregation; color
is used to code the attributes. Another approach was recently
presented by Pretorius and van Wijk [22]. They arrange



edge labels in a list and place rectangular regions containing
source and target nodes at each side. These regions are
partitioned according to the node attributes and connected
via straight lines with corresponding edge labels. One con-
ceptual drawback of these approaches is that the underlying
graph topology is not (completely) visible, which is tackled
by our Network Lens even if it only works locally as
described at the end of Section I.

C. Magic Lenses

Lenses, like magnifying or fisheye lenses, are widely used
metaphors in visualization environments [23], [24]. Many
of these so-called focus+context approaches use distortion
techniques [15].

The most closely related work compared to our lens
implementation is a magic lens developed by Bier et al. [25],
[26]. They describe it as a user interface tool that combines a
region on the screen with an operator that is used to change
the view of object beneath that region. Bier et al. depict an
analogy to a real magnifying lens over a newspaper when de-
scribing the interaction of their tool. Their magic lens could
serve as simple magnification tool, but could also provide
some sort of visual filtering of the object viewed through it.
The lenses usually filter out some kind of graphical object or
perform some image processing computations on the objects.
They also introduce a possibility to combine different lenses
and, in consequence, to get a new lens with inherited features
of all the lenses being combined. In contrast, our approach
is driven by attribute semantics and not focused on pure
graphical filters.

EdgeLens is an interactive tool for managing edge conges-
tion in graphs [27]. It locally improves the visual perception
of graphs with high edge density. It lets edges flow around
the focal point and makes it possible to read node labels for
example. This approach is orthogonal to our ideas and could
be combined with them.

Baudish et al. [23] made some efforts to study the usabil-
ity of magic lens based techniques by applying the metaphor
for their focus+context interaction interface and compared it
with overview+detail and pan+zoom interfaces. Their results
suggest a significant time saving in their experimental tasks
and a higher subjective satisfaction. Gutwin et al. [28]
performed a small comparative study based on three types
of fisheye view interfaces in context of graph layout tasks.
These studies suggest that lenses could be regarded as an
advisable tool for network visualization environments even
if there are differences between competing fisheye varieties.

III. THE NETWORK LENS

Our Network Lens tool facilitates the interactive exploration
of complex networks using visual filtering. It offers a way
to visualize additional network attributes, while preserving
the overall network topology and context. On the one hand,
users can gain insights into the whole network by exploring
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the overall visualization of the network, in terms of topology
and connectivity of particular nodes of the network. On
the other hand, they can get more details about desired
attributes by focusing on specific node(s), i.e., instead of
showing all attributes at the same time, the user has the
possibility to choose a subset of all available attributes
he/she is currently interested in and to interactively explore
the network elements on the basis of the selected attributes.
If wished, the remainder of the attributes could still be
represented by standard node representations. Thus, our
tool also avoids possible clutter and scalability issues if
additional information is embedded. In the following, we
discuss our approach, present our software prototype and
describe a typical use case scenario.

A. Approach

Our idea is based on the magic lens approach of Bier
et al. [25], [26], but extended in such a way that users
can interactively build different lenses by selecting desired
attributes and assigned visual representations in context of
the network visualization. Each network element could have
different quantitative (incl. ordinal) and nominal attributes
that might be important to be visualized. Each attribute or
group of attributes can be shown more or less efficiently by
using different visualization approaches depending on the
underlying nature of the data. Therefore it is important to
have the flexibility to choose the way of showing various
attributes. Additionally, users should be able to combine
different lenses to simplify and speed up the process of
creating new lenses by using drag and drop interaction. It
is also desirable to have a possibility to set up and store
a number of lenses for each working session as well as
for later use. In this way, the users can create “custom-
built” lenses and switch between them interactively during
the exploration of the network visualization.

The GUI is divided into three parts, as shown in Fig. 1.
The main area on the left hand side displays a traditional
node-link network visualization and occupies the major part
of the tool window. At first, an overview of the entire
graph topology is displayed after loading the input network
(using a GraphML specification [29]). Nodes can be drawn
in various ways. Currently, the user can map the value of
an arbitrary attribute to the color saturation of the rect-
angles representing the nodes. Additionally, edge weights
are mapped to the thickness of the edge lines. Those edge
weights depend on the application data and could be derived
from the strength of the relationship between two node en-
tities or similar. These graphical features are combined with
the possibility to choose from five different graph layout
algorithms and to modify the node positions manually. All
together support the user to identify interesting parts of
the network and to rearrange nodes by manual clustering
(automatic clustering could be easily added). Then, the
multivariate network can be explored further. Ideally, one
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Figure 1. Overview of the Network Lens tool. The GUI is divided into three distinctive parts: the main network visualization area, the lens information
area on the right hand side, which we call Lens Mapping, and the bottom part where all user-produced lenses are preserved. The multivariate network data
is based on students (= nodes) who share the same courses (= edges) and their individual course grades and personal information (= attributes).

would like to use different glyph representation or visual Network Lens Creation: The lens creation process is
metaphors to visualize attributes that are related to nodes started by selecting the New Lens option from the Lens
(Section II-B, Integrated Approaches). This feature is not menu in the main window. At first, the user has to name
implemented in our prototype yet, since it was not in our  the lens. Lens names should be self-descriptive in order to
main focus at the beginning of the prototype development. avoid forgetting the “nature” of the lens in case a lot of
them are created and stored. For instance, if the user is
exploring a data set based on students relationships and their
grades for different subjects (see Fig. 1), he/she might want
to create different lenses for different groups of classes and
name them accordingly; for example, an Art Lens showing
attributes of subjects like Painting, Sculpture, etc. or a
Science Lens with subjects like Mathematics or Physics.

In the center of the network visualization, an active
Network Lens “Natural Sciences” is displayed. It currently
covers one node only and shows a small Parallel Coordinate
diagram with four quantitative and four nominal attributes
belonging to that node. The user is able to move the lens
with the mouse or to translate the graph behind the lens.
Of course, it is also possible to change the size of the
lens itself and to zoom the lens content. Whereas the node The next step is to specify different visual representations,
representations remain undistorted, the edges are distorted attributes, as well as a suitable color mapping for the newly
if the lens is moved. But, the edges within the lens can be created lens by means of the form presented in Fig. 2. By
easily mapped to the original edges in the background, either selecting one of the options in the Select Lens Type list,
by slightly moving of the lens or by following the edge lines ~ users can assign a suitable visual representation of a lens
along the lens rim. The right panel (called Lens Mapping) concerning quantitative and ordinal data. Currently, there are
holds the legend of the lens attribute color mappings. The  two variations of star plots, one bar chart, and one parallel
bottom part of the tool window keeps created lenses built coordinate visualization to choose from, see Fig. 3. The
by the user; more details on the creation of lenses is given lllustration icon at the top of the dialog box shows a sample
in the following. view of the selected lens type.
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Figure 2. A dialog box used to create and edit lenses. Users can specify
the type of the lens, select different attributes provided by the input data
set and assign their color mapping.

Two tabs Quantitative Attribute and Nominal Attribute
are used to specify quantitative and/or nominal attributes to
be visualized by the lens. The user can select the attributes
from a list and add them to the lens. Color mapping is done
automatically in case the user does not specify the colors.
We have provided 12 standard colors as suggested by C.
Ware [7] to achieve a good visual perception. The final color
mapping is shown in a separate list in the lower part of the
dialog box. Analogically, the user can create several lenses
repeating the steps described above. New lenses are added in
form of buttons to the bottom part of the GUI. By clicking
on a lens button, the corresponding lens is activated.

If the user moves a specified lens over the network,
then the original node representations are replaced by the
aforementioned visualizations and text labels as already de-
scribed above. The text labels have a transparent background
by default. Especially if the underlying graph has many
edges, this can be irritating because of potential overlaps. To
avoid this problem, the user is able to switch to an opaque
background for text in our tool. However, this could lead to
not very appealing lens experiences. Another way to improve
this situation and a possibility for future work would be
the combination with the EdgeLens approach discussed in
Section II-C.
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Figure 3. Two different visual representations used to display the attributes.
Attributes can be color coded automatically, or the color can be specified
by user. Nominal attributes, such as Name and others are represented by
text labels on the right hand side of the small visualizations.

Combining Lenses: Inspired from optics, our approach
provides a combination of already created lenses by “laying
them one over another”. In our case, this is a rather complex
issue when using several lenses with different visualiza-
tion metaphors for the same set of attributes: if one lens
visualizes attributes using one representation, and another
lens uses a different one, their combination will not be
as straightforward as it could look in traditional, graphics-
oriented magic lens approaches. We solved this problem in
a pragmatical way: our users can simply drag and drop one
lens button over the another one. Then, a new dialog box
Combining Lenses appears as shown in Fig. 4.
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Figure 4. A dialog box used to combine different lenses.

There are four groups of controls in this dialog box. Lens
1 and Lens 2 show information about the lenses that are
going to be combined. This information includes lens name
and type, the list of attached attributes including their color
coding, as well as a preview icon. In our current version, the
user can choose between two basic set operations, Union and
Intersection, which are used to create a new set of attributes
from the given sets of Lens 1 and Lens 2. Two radio buttons
within the Operation group allow the selection. The result
of the chosen operation is shown in the Combined Lens
group, that follows the same GUI layout as Lens 1 and
Lens 2. Here, the user should name the combined lens and
select the resulting lens type. If the input lenses have the
same type, then the default type of the combined lenses
corresponds to the input type. Additionally, it is possible
to change the attribute colors of the combined lens. After
saving, a new lens button appears again at the lower part of
the main window, cp. Fig. 1.

IV. APPLICATION SCENARIO

We created a multivariate network dataset using various text
documents (a set of research papers published by our group).
Each node represents one document; its attributes stand for
the occurrences of a specific word within the document. An
edge between two nodes represents the similarity between
them, respectively, the co-occurrence of a attribute set. The
weight of the edge (shown as the thickness of the edge line)
represents the degree of similarity calculated as the sum of
the minimum values of the attributes. We pruned this input
data using a blacklist of frequently used words and by setting
a threshold for the minimum occurrence of words and for
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minimum edge weights. Fig. 5(a) shows a tool screenshot
using this input data set.

Our data set is comprised of 24 text documents. Imagine
that we would like to explore the content of these documents
without reading them. For example, we are interested in
documents whose content is related to “algorithms”. We map
the color saturation of the nodes representations to the value
of the attribute “algorithm”. Lighter colors represent higher
values and vice versa as shown in our screenshot example.
Then, we can immediately identify several documents. At
this point, we would like to narrow our interest down to
those documents with content related to “algorithms™ and
“networks” (or graphs). We create a new lens named Net-
work and select attributes (keywords in this case) that would
give insight to documents related to networks. We move the
lens over the lighter colored nodes (those with content about
algorithms), and we identify a couple of documents with
relatively high values of specific attributes, see Fig. 5(b).
These documents contain many occurrences of the words
“graph”, “nodes”, and “pathways”. This could mean that
these document might not be strictly related to visualization
since they probably describe some computational algorithms
related to biochemical pathways. Therefore, we import a pre-
viously configured lens named Visualization and combine
it with our lens Network using the Union set operator in
order to create a new lens Network Visualization. After
exploring the documents once again, we get more insight
about the documents connected to network visualization and
algorithms. Finally, we discover the couple of document
identified earlier fit our criteria as shown in Fig. 5(c).
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The transparent gray circular disk in the network visualization view (a) represents the focus of the lenses discussed in the following. The top

right image (b) represents the view of the lens named Network, while the bottom right image (c) shows the view rendered by the Network Visualization

lens.

Other scenarios can be easily identified, such as network
lenses for representing data quality (Challenge #7 in [11]).
The quality of node attributes could be described by ratings
or statistical errors, which form a new set of attributes
covered by a specific network lens. Those quality lenses
could be applied in context of the original attributes.

V. CONCLUSION

We presented a novel approach for the interactive exploration
of multivariate networks using an intuitive visual filtering
method for the local representation of node attributes. Based
on related work and our literature review, there has been no
attempt to combine network visualization and magic lenses
to address this problem. Our approach offers a solution
while minimizing the side effects of earlier approaches,
such as readability issues with respect to integrated graph
drawing or display size in multiple view approaches. In
more detail, our Network Lens joins the advantages of magic
lens approaches and integrated graph drawing and reduces
the overloading problem of the latter issue. It provides
flexibility in attribute filtering and selection of suitable visual
representations. Having a possibility to build various lenses
and using them for various tasks in exploring multivariate
networks makes our approach flexible and applicable to
different application domains. Thus, domain experts can
customize their visual filters based on their knowledge and
expertise in order to gain insight into their relational data
sets. Additionally, our users are able to combine different
lenses in an intuitive way. This makes it easier to create
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new lenses for a deeper analysis of multivariate network
data. Furthermore, our approach could be combined with
other network visualizations as discussed in Section II.

We have implemented and presented a software proto-
type that demonstrates our approach. Our future work will
be focused on designing a usability study, implementing
more visual representations and experimenting with time-
dependent data and data quality issues.
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